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Results

• The results of this project suggest models utilizing both clinical
PLCO and imaging features generally achieve higher AUROC and
AUPRC values compared to models using only one type of feature.

• The improvement in model performance with the integration of
imaging and clinical features supports the importance of
leveraging multiple data types for enhancing lung cancer risk
prediction.

• Future work includes developing more effective methods of
combing clinical and imaging data, including deep learning and
ensemble models.
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Methods

• Lung Cancer Mortality: Lung cancer remains the leading cause of cancer-related deaths globally.
• Machine Learning in Detection: Significant advancements have been made in using machine 

learning models to predict lung cancer from low-dose chest computed tomography (LDCT) scans.
• Limitation of Current Models: Existing imaging-based models often fail to consider crucial 

clinical information, potentially limiting their effectiveness.
• Project Objective: This project aims to develop multimodal machine learning algorithms that 

integrate both imaging features extracted from the lung cancer risk prediction model, Sybil [1], 
with clinical features from the Prostate, Lung, Colorectal, and Ovarian (PLCO) cancer screening 
trial data to enhance lung cancer risk prediction.

SHAP (SHapley Additive exPlanations) values represent the impact 
of each feature on the output of a machine learning model. Red dots 
represent high values, blue dots, low.
• Top and bottom figures display PLCO feature importance for SVC 

model trained on only PLCO features and PLCO + imaging features 
together, respectively.

• The three most influential features for both sets of training 
features include: the number of years smoked, age at last 
screening, and Body Mass Index (BMI).

SHAP Summary Plot (PLCO + Imaging)

Model Test
AUROC

UCLA
AUROC

Test
AUPRC

UCLA
AUPRC

PLCO Features Only
Logistic Regression 0.579 0.584 0.046 0.052
Random Forest 0.583 0.624 0.040 0.052
XGBoost 0.547 0.586 0.026 0.044
SVC 0.594 0.358 0.021 0.018

Imaging Features Only
Logistic Regression 0.900 0.890 0.286 0.372
Random Forest 0.880 0.848 0.227 0.343
XGBoost 0.852 0.909 0.141 0.454
SVC 0.908 0.907 0.301 0.383

PLCO + Imaging Features
Logistic Regression 0.873 0.893 0.293 0.385
Random Forest 0.880 0.857 0.231 0.357
XGBoost 0.852 0.901 0.167 0.407
SVC 0.909 0.933 0.244 0.513

Various machine learning models were trained on the NLST dataset
and evaluated on the held-out NLST test set and UCLA dataset to
predict lung cancer risk within one year using AUROC and AUPRC as
performance metrics.

We compared three combinations of features:
1. Only PLCO clinical features
2. Only extracted imaging features
3. PLCO clinical and extracted imaging features together.

ROC and PR curves  for the model that achieved the highest AUC and 
AUPRC on the UCLA dataset, SVC.
• SVC using both imaging and clinical features scored an AUC of 0.93 

and AUPRC of 0.51, the best performance between all models and 
combination of features.
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